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Is there an Unhabitable Zone



The concept of «Habitable Zone»

H2O
Runaway/moist

greenhouse
limit

H2O glaciation 
limit for maximum

greenhouse

Habitable Zone

★ A working definition of the Traditional HZ:
«The region around a star where a N2/CO2/H2O atmosphere 

can enable abundant long-lived liquid surface water»
★ not too arbitrary thanks to the carbonate-silicate cycle
★ Very misleading name!!! The non-non habitable zone

★ A good place to start hunting (see talk by F. Selsis), but be 
careful not to get too focused
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ABSTRACT

As we learn more about the frequency and size distribution of exoplanets, we are discovering that
terrestrial planets are exceedingly common. The distribution of orbital periods in turn results in many
of these planets being the occupants of the Habitable Zone of their host stars. Here we show that
a conclusion of prevalent life in the universe presents a serious danger due to the risk of spreading
Spontaneous Necro-Animation Psychosis (SNAP), or Zombie-ism. We quantify the extent of the
danger posed to Earth through the use of the Zombie Drake Equation and show how this serves as
a possible explanation for the Fermi Paradox. We demonstrate how to identify the resulting necro-
signatures present in the atmospheres where a zombie apocalypse may have occurred so that the risk
may be quantified. We further argue that it is a matter of planetary defense and security that we
carefully monitor and catalog potential SNAP-contaminated planets in order to exclude contact with
these worlds in a future space-faring era.
Subject headings: astrobiology – planetary systems – zombie apocalypse

1. INTRODUCTION

The detection of planets outside of our Solar System
has opened up the possibility of answering several ques-
tions which have nagged the minds of philosophers for
millennia. These questions include: Is the architecture
of our Solar System typical or unusual? How common
are planets the size of the Earth? How common is life
in the universe? Exactly how many things are out there
that can kill us? It is now apparent that the process
of planet formation produces an enormous diversity of
planetary systems. It is also clear from more recent dis-
coveries, most notably those from the Kepler mission,
that terrestrial-size planets are exceptionally common.
The primary motivation for establishing such a correla-
tion lies within the search for life exterior to our Solar
System and thus determine if life is common. The fact
that Earth-size planets are relatively common is surely
good news for resolving this issue. This may be true,
but a positive deduction that life is common may have a
serious negative consequence.
The evolution of life on Earth has been accompanied

by symbiotic relationships between animal species and
the bacteria and viruses which use the animals as hosts.
These occasionally result in destructive outcomes which
have had a devastating impact on various populations of
animals due to genetic breakdowns caused by the virus.
Particularly lethal pandemics which have affected homo-
sapiens in recent centuries include cholera, influenza, ty-
phus, and smallpox. A more recent phenomenon which
has been studied in great detail is that of Spontaneous
Necro-Animation Psychosis (SNAP), often referred to as
Zombie-ism. This highly contagious condition is particu-
larly nefarious in so far as its use of the host itself to pro-
vide a mobile platform from which to consciously spread
the condition. Detailed modeling of various SNAP out-
break scenarios by Munz et al. (2009) have shown that
human civilization would not only be unlikely to survive
such an event but would collapse remarkably quickly.

Here we discuss how recent exoplanet discoveries com-
bined with studies of infectious diseases indicate that
the universe may harbor reservoirs of planets full of bio-
decay remains where zombie apocalypses have occurred.
In Section 2 we outline the dangerous nature of SNAP,
quantify the possible numbers of SNAP-contaminated
planets, and their proximity to Earth. In Section 3 we de-
scribe the decomposition process and the gases released.
This process is then used to establish the resulting necro-
signatures and their potential for identification in Section
4. The observing window for detecting such signatures is
discussed in Section 5 and we provide the final sobering
and terrifying conclusions in Section 6.

2. THE REALITY OF THE DANGER

Spontaneous Necro-Animation Psychosis is undoubt-
edly the most dangerous viral condition to infect living
organisms. The infectious nature of the condition is max-
imized by bestowing upon the host an insatiable desire
to spread the virus at all costs. This ensures that it will
spread quickly and, usually, uncontrollably.
Although there have not yet been documented cases

of SNAP outbreaks on Earth, the reality of the condi-
tion has been extensively depicted in both literature and
cinema (Russell 2005; Vuckovic 2011; Kay 2012). The
science of zombie-ism has been investigated and found a
SNAP outbreak could equally result from both natural
evolution and genetic engineering (Swain 2013). In ei-
ther case, defense from such an outbreak has also been
explored in great detail to maximize the survival prob-
ability (Brooks 2003, 2009). Even with such defenses,
the global scale of the outbreak will rapidly break down
any existing civilization. The novel “World War Z” de-
picts one such scenario although it presents an unlikely
end result in which humans are able to recover, albeit
at the brink of extinction (Brooks 2007). The work of
Munz et al. (2009) more accurately quantifies the likely
outcome of a complete extinction event occurring.
Although detecting the necro-signatures of worlds
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on Earth, this period of maximum amplitude will be pro-
portionally longer. Removal of these gases from the at-
mosphere assumes absorption by liquid water oceans and
other mineral chemical reactions. However, it is possible
that a new equilibrium is reached by which the necro-
signatures could persist for much longer.

6. CONCLUSIONS

We have shown that there is a significantly non-zero
probability that in the search for life in the universe we
will also encounter large amounts of undeath. Any per-
son who has been exposed to even a relatively benign
zombie film understands the threat posed by this heinous
malady. This is not to be trifled with. Therefore the risk
imposed of encountering a SNAP-contaminated planet
cannot be overstated.
We have shown that the sign-posts for SNAP worlds

are present and detectable in exoplanet atmospheres. We
have also shown that these signatures may not persist for
very long in the upper atmosphere which emphasizes the
need for continuous observations. An extension of the
necro-signature would be produced by worlds where ad-
vanced civilizations existed due to the considerable time
required for the breakdown of the industry infrastructure
left behind. One may well point out that there are nu-
merous scenarios other than a zombie apocalypse that
could equally quell all life on a planet. However, we ar-
gue that none of those scenarios are anywhere near as

scary as being eaten by a zombie and so we justifiably
ignore those other possibilities.
The best chance that we as a civilization has of pre-

venting a future encounter with a zombie virus is to
carefully monitor and catalog the SNAP-contaminated
planets. Although this requires the dedicated use of the
James Webb Space Telescope (JWST) to perform this
task, this will likely be insufficient to meet the challenge
of monitoring all stars with the needed signal-to-noise.
Thus we strongly advocate the construction of a fleet of
no fewer than 10 JWSTs with increased apertures (12
meters should do the trick!). These should be designed
to also operate together as a nuller interferometer so they
can survey non-transiting nearby exoplanets, which rep-
resent the main threat. Transiting planets are generally
far away, and we can all agree that an undead neighbor is
immensely more scary than a distant zombie. Whatever
the course of action, we must actively strive to address
the threat and to mitigate the risk of annihilation by an
exoplanet zombie infection.
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Can we extend this region?

Yes... if we relax some assumptions



Extending the «Habitable Zone»

« The region around a star where a N2/CO2/H2O atmosphere 
can enable abundant long-lived liquid surface water»

The concept of dry/land planets

Abe, et al. (Astrobio, 2011)
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latitudes emit thermal radiation at the critical flux, and the
excess heat is transported to the high latitudes and emitted
there. The present Earth is in this state. This state is illus-
trated by panel (a) of Fig. 5. (2) But if the global average
insolation exceeds the critical flux, the high latitudes are
overwhelmed, and the planetary thermal radiation is limited
by the critical flux everywhere. In such a state, the insolation
and planetary radiation are out of balance [panel (b), Fig. 5].
In the conventional runaway greenhouse effect, the atmo-
sphere heats up until nearly all the water on the surface and
in the atmosphere has evaporated, at which point the satu-
ration vapor pressure no longer limits the temperature at
which the planet can radiate. Because the aqua planet holds a
lot of water, the surface would get extremely hot, and the
planet would be sterilized.

A third state is available for a land planet. The dry low-
latitude area can emit a flux larger than the critical flux. This

occurs because the tropics of the land planet have very low
relative humidities and essentially no unevaporated water
(Abe et al., 2005). The third choice is illustrated by panel (c) in
Fig. 5.

The critical solar flux for the runaway greenhouse in our
aqua planet models, 330–350 W/m2, agrees with previous
results for a 1-bar air atmosphere Earth. Abe’s (1993) critical-
flux one-dimensional radiative-convective equilibrium
models give *310, 330, and 350 W/m2 for 100%, 75%, and
50% relative humidity, respectively. The three-dimensional
dynamic model of Ishiwatari et al. (2002), which self-consis-
tently computes relative humidity, generates results as a
function of insolation that closely resemble the products of a
one-dimensional model with *60% of the relative humidity.
The corresponding critical flux is between 330 and 350 W/
m2. Ishiwatari et al. attributed the low effective humidity to
subsidence in the Hadley circulation.

Liquid water is stable on the land planet to at least 415 W/
m2, which is 170% of the present Earth’s insolation (Fig. 6).
The transition is abrupt over a numerical step with 1% in-
solation change. In the three cases considered here, the net
insolation jumps to *450 W/m2, well above the critical flux.
The ordinary direction of solar evolution is from left to right,
because after it reaches the main sequence at 50 million years
the Sun brightens as it ages. Net global average insolations
between 415 W/m2 and 450 W/m2 are only attainable in this
model when evolving from right to left. Evolution from right
to left can occur as a planet cools after a giant impact, or it
can occur very early, between 30 and 50 million years after

FIG. 5. Schematic diagrams of insolation and radiation of
heat to space as a function of latitude. (a) The total insolation
is below the critical flux. Radiation at high latitudes removes
the excess at low latitudes. (b) The average insolation is
above the critical flux. No steady state is possible with liquid
water at the surface. (c) A land planet radiates above the
critical flux at low latitudes. Color images available online at
www.liebertonline.com/ast

FIG. 6. The total water on the surface of the land planet as a
function of net insolation. The red cases assume that the total
inventory of water is equivalent to a layer of water 60 cm
thick (most of which is near the poles). The purple and blue
cases assume 40 and 20 cm, respectively. All the water is in
the atmosphere above the threshold at 415 W/m2. For the
60 cm case, this gives 0.1 bar of water vapor. The jump be-
tween 415 W/m2 and 450 W/m2 is caused by increased at-
mospheric absorption by water vapor.

HABITABLE ZONE LIMITS FOR DRY PLANETS 449

Abe et al. (Astrobio, 2011)



Abe, et al. (Astrobio, 2011)

the origin of the Solar System, when the Sun fades as it
approaches the zero-age main sequence.

The relation between the runaway greenhouse and the
complete evaporation of all surface water or the polar ice cap
is not as simple for the land planet as it is for the aqua planet.
For a very dry land planet, complete evaporation of surface
water may occur without a significant contribution to the
greenhouse effect by water vapor. Hence, Nakajima et al.
(1992) defined the runaway greenhouse state as the state
with solar flux larger than the critical flux. However, as
shown above, surface water exists near the poles of land
planets at insolations well above the critical flux. In this
paper, we have also referred to the solar flux that causes
complete evaporation of surface water or ice cap as the
runaway greenhouse threshold. Fortunately, in the cases
discussed here, the state without surface water or ice is also
the runaway greenhouse state in the classical sense.

The climate of the land planet is moderate below the
runaway greenhouse threshold even above the critical flux,
especially at the higher latitudes (Fig. 7). Permanent ice caps
are stable near the poles. Even the equatorial temperature of
*75!C is well within the limits of thermophilic microbes.

Below the runaway greenhouse threshold, the absolute
humidity is independent of the total amount of water available
on the ground (Fig. 8), provided it is sufficient to maintain the
humidity in the model. Atmospheric circulation controls the
spatial distribution of water on the planet’s surface. Increasing
the total amount of available water merely augments the high-
latitude cold traps without changing the absolute humidity.
Thus, the threshold determined here is valid as long as the cold
traps can accommodate the available water.

The model global vapor pressure in Fig. 8 reaches 6 mbar of
water and permanent ice disappears just before the runaway
greenhouse threshold. This absolute humidity occurs on

modern Earth where liquid water is present. For example, the
vapor pressure of water is *2 mbar in the summer and
0.25 mbar in the winter in the dry valleys of Antarctica (Doran
et al., 2002). Brine at - 21!C has a partial pressure of 1 mbar.
Transient liquid water is therefore reasonable on a land planet.

There are multiple equilibrium states at elevated insola-
tion. The runaway state with all surface water in vapor form
is stable below what we have been calling the runaway
threshold. The system exhibits hysteresis, analogous to the
history-dependent consequences of the ice-albedo feedback,
in which ice-covered and ice-free solutions are both possible
for a given insolation. When we start from a state with polar
caps and liquid water and raise the insolation, we obtain the
results described above. But if we start from the runaway
state, where all the water is water vapor, and decrease in-
solation, polar ice or water does not form even when inso-
lation is reduced to just 120% of the solar constant (320 W/
m2 at the lower albedo appropriate to the runaway states).
The lower limit of the runaway state decreases with in-
creasing total water. It is likely that the runaway state is
stable at insolation levels as low as the classical critical flux
for the runaway greenhouse if abundant water is available.
Thus, both runaway states and the state with liquid water
are stable between the critical flux (310 W/m2 at 100% hu-
midity) and the runaway threshold (415 W/m2).

Figure 9 addresses the albedo of the land planet before and
after it passes through the critical flux. The plot shows evo-
lution in both directions. The albedo jump that accompanies
the transition from the habitable state to the runaway green-
house state (solid symbols) does not cause the runaway but
rather is a result of the runaway. In Fig. 7, as the runaway is
approached from the left, the albedo declines as the net in-
solation increases. Just before runaway, the albedo is very
nearly equal to the adopted surface albedo of 0.3. At the

FIG. 7. The mean surface temperature as a function of net insolation (as percentage of the flux incident on Earth today) and
latitude for the land planet. Contours and colors are labeled in degrees Celsius. Color images available online at www
.liebertonline.com/ast
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Figure 2. Left: the outgoing thermal flux for various relative humidity values. The x-axis shows the mass of the host star. Right: the Bond albedo of exoplanets for
various relative humidities. The blue solid line indicates the surface albedo of 0.2 as a reference. Other atmospheric parameters are described in Table 1.
(A color version of this figure is available in the online journal.)

Figure 3. Temperature and water mixing ratio profiles of the nominal atmo-
sphere with parameters given in Table 1. The color coding represents the T –P
and water mixing ratio profiles of exoplanets orbiting various host stars. The
effective temperatures of three selected host stars are indicated in the legend
on the left side. The legend on the right side shows the inner edge distance of
the exoplanet around the host stars. The color coding is identical on all figures
showing T –P and water mixing ratio profiles.
(A color version of this figure is available in the online journal.)

water and CO2 is present. Therefore, the incoming stellar light
is taken up by the atmosphere before it reaches the surface. The
larger the relative humidity, the more stellar light is absorbed
(see Figure 2(b)). On the other hand, massive stars radiate
at short wavelengths where Rayleigh scattering dominates.
Therefore, the planetary albedo around massive stars can be
larger than the surface albedo.

3.2. CO2 Mixing Ratio Influencing the Water Loss Timescale

The atmospheric CO2 mixing ratio influences the tropopause
temperature, which itself affects the water loss timescale. We
discuss the effects of CO2 on habitability from two perspectives:
in this work, changes in the CO2 level slightly modify the
planet’s radiative equilibrium distance (aka the inner edge
distance) because the surface temperature is fixed. The other
perspective is to fix the planet’s semi-major axis and investigate
the influence of CO2 on the climate. In the latter case, the
CO2 mixing ratio influences the surface temperature. We shortly
discuss the second perspective at the end of this section.

The inner edge distance of planets with CO2-rich atmospheres
is large. The already known reason is that CO2 is a potent
greenhouse gas, and thus the OTE decreases with higher CO2
levels. For example, the OTE is 800 W m−2 and 600 W m−2

for XCO2 = 10−5 and 10−1, respectively. However, the albedo
remains largely unaffected. As a result, the inner edge distance
is 0.54 AU and 0.64 AU for CO2 mixing ratios of 10−5 and 10−1

around a solar-like star, respectively.
The tropopause and stratosphere of exoplanets at the inner

edge with low levels of atmospheric CO2 are warm (see
Figure 4). This effect is explained by the variation of the inner
edge distance with the CO2 mixing ratio and by the radiative
properties of CO2. Close-in planets are strongly illuminated;
therefore, the tropopause and the stratosphere are warm. For
example, the tropopause temperature is 240 K and 180 K for
CO2 levels of 10−5 and 10−1, respectively. CO2 also acts as a
coolant in the stratosphere because it emits radiation that is lost
to space, and in opposition to water vapor, it does not absorb
in optical wavelengths (Clough & Iacono 1995). The more CO2
the stratosphere has, the cooler it will be.

Close-in planets with low levels of CO2 might quickly lose
their surface waters and become unhabitable. The water loss
timescale as a function of CO2 mixing ratio is shown in
Figure 5. For a fixed relative humidity, the tropopause tem-
perature determines the water-loss timescale (see Section 2.1).
As discussed in the previous paragraph, the troposphere is cold
if the atmosphere is CO2-rich at the inner edge. Therefore, the
atmospheric CO2 level has an indirect influence on the water
loss timescale, because it regulates the tropopause temperature.
This result has been independently verified and studied in detail
by Wordsworth & Pierrehumbert (2013).

We note that for a fixed semi-major axis, the CO2 mixing ratio
has a similar (but somewhat smaller) effect on the water loss
timescale. Radiative-convective models of Earth’s atmosphere
show that doubling the atmospheric CO2 warms the surface but
cools the tropopause (Schlesinger & Mitchell 1987). The result
is that the stratospheric water mixing ratio reduces, and the water
loss timescale is prolonged.

3.3. Intermediate Surface Pressure Necessary for
Habitability on Dry Planets

The impact of surface pressure on the inner edge distance is
complex.

8

1D models from
Zsom et al. (ApJ, 2013)

3D models from Leconte et al. (A&A, 2013)
see also Wordsworth (2015)

latitudes emit thermal radiation at the critical flux, and the
excess heat is transported to the high latitudes and emitted
there. The present Earth is in this state. This state is illus-
trated by panel (a) of Fig. 5. (2) But if the global average
insolation exceeds the critical flux, the high latitudes are
overwhelmed, and the planetary thermal radiation is limited
by the critical flux everywhere. In such a state, the insolation
and planetary radiation are out of balance [panel (b), Fig. 5].
In the conventional runaway greenhouse effect, the atmo-
sphere heats up until nearly all the water on the surface and
in the atmosphere has evaporated, at which point the satu-
ration vapor pressure no longer limits the temperature at
which the planet can radiate. Because the aqua planet holds a
lot of water, the surface would get extremely hot, and the
planet would be sterilized.

A third state is available for a land planet. The dry low-
latitude area can emit a flux larger than the critical flux. This

occurs because the tropics of the land planet have very low
relative humidities and essentially no unevaporated water
(Abe et al., 2005). The third choice is illustrated by panel (c) in
Fig. 5.

The critical solar flux for the runaway greenhouse in our
aqua planet models, 330–350 W/m2, agrees with previous
results for a 1-bar air atmosphere Earth. Abe’s (1993) critical-
flux one-dimensional radiative-convective equilibrium
models give *310, 330, and 350 W/m2 for 100%, 75%, and
50% relative humidity, respectively. The three-dimensional
dynamic model of Ishiwatari et al. (2002), which self-consis-
tently computes relative humidity, generates results as a
function of insolation that closely resemble the products of a
one-dimensional model with *60% of the relative humidity.
The corresponding critical flux is between 330 and 350 W/
m2. Ishiwatari et al. attributed the low effective humidity to
subsidence in the Hadley circulation.

Liquid water is stable on the land planet to at least 415 W/
m2, which is 170% of the present Earth’s insolation (Fig. 6).
The transition is abrupt over a numerical step with 1% in-
solation change. In the three cases considered here, the net
insolation jumps to *450 W/m2, well above the critical flux.
The ordinary direction of solar evolution is from left to right,
because after it reaches the main sequence at 50 million years
the Sun brightens as it ages. Net global average insolations
between 415 W/m2 and 450 W/m2 are only attainable in this
model when evolving from right to left. Evolution from right
to left can occur as a planet cools after a giant impact, or it
can occur very early, between 30 and 50 million years after

FIG. 5. Schematic diagrams of insolation and radiation of
heat to space as a function of latitude. (a) The total insolation
is below the critical flux. Radiation at high latitudes removes
the excess at low latitudes. (b) The average insolation is
above the critical flux. No steady state is possible with liquid
water at the surface. (c) A land planet radiates above the
critical flux at low latitudes. Color images available online at
www.liebertonline.com/ast

FIG. 6. The total water on the surface of the land planet as a
function of net insolation. The red cases assume that the total
inventory of water is equivalent to a layer of water 60 cm
thick (most of which is near the poles). The purple and blue
cases assume 40 and 20 cm, respectively. All the water is in
the atmosphere above the threshold at 415 W/m2. For the
60 cm case, this gives 0.1 bar of water vapor. The jump be-
tween 415 W/m2 and 450 W/m2 is caused by increased at-
mospheric absorption by water vapor.
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Water vapor positive feedback:
                         existence of climate bistability

Surface water (kg/m2) Surface Temperature (°C)
Leconte, et al. (A&A, 2013)
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«The region around a star where climate constraints 
enable abundant long-lived liquid surface water»

through oceans. The surface albedo of oceans is 0.07. Ice and
snow albedo models are the same as in the land planet
models. Owing to the large thermal inertia of an aqua planet
compared to a land planet, we computed 60 or more years of
model time for each solar flux value to obtain the steady-
state hydrological cycle.

3. Limits of Habitability

3.1. Cold outer limit

There are three possible surface states of a cold planet.
(1) No permanent ice or snow exists on the planet. Seasonal
ice and snow may exist. (2) Permanent ice or snow par-
tially covers the planet, like on the present Earth. (3) Per-
manent ice or snow covers the entire surface of the planet.
This ‘‘snowball’’ state may have occurred on ancient
Earth (e.g., Hoffman and Schrag, 2002). Snowball Earth
seems not to have led to obvious mass extinction on Earth
(oxygenic photosynthesis survived unscathed); it is possible
that biota persisted in the subsurface and around liquid
water oases.

Complete freezing on our model land planet occurs when
the Sun is dimmed to 77% of the solar constant (the present
level of sunshine incident on Earth). On the other hand,
complete freezing of the model aqua planet occurs at 90%.
Thus, a land planet shows stronger resistance to complete
freezing. Physically, the tropics of a land planet are dry and
characterized by very low absolute humidity (Abe et al.,
2005). The tropics of the land planet are thus less cloudy and
less susceptible to snowfall than those of an aqua planet. This
results in a lower albedo and larger net insolation on a land
planet and hence a warmer climate. Figure 1 compares
average surface temperatures of land and aqua planets as
functions of latitude and insolation. Figure 2 compares lo-
cations of the ice line on the land and aqua planets.

Land planets are less humid and have weaker greenhouse
effects than aqua planets. This effect is, however, negligibly
small at the freezing limit, because in either case the cold
atmosphere contains very little water vapor. The different
freezing limit is due to the difference of albedo. A land planet
has a lower albedo than an aqua planet at the same mean
surface temperature. One reason is that land planets have

FIG. 1. Average surface temperatures as functions of latitude and insolation for aqua planets (above) and land planets
(below). Obliquity is zero. Color images available online at www.liebertonline.com/ast
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Extending the «Habitable Zone»

Hydrogen-Nitrogen Greenhouse
Warming in Earth's Early Atmosphere
Robin Wordsworth* and Raymond Pierrehumbert

Understanding how Earth has sustained surface liquid water throughout its history remains a key
challenge, given that the Sun’s luminosity was much lower in the past. Here we show that with
an atmospheric composition consistent with the most recent constraints, the early Earth would have
been significantly warmed by H2-N2 collision–induced absorption. With two to three times the
present-day atmospheric mass of N2 and a H2 mixing ratio of 0.1, H2-N2 warming would be
sufficient to raise global mean surface temperatures above 0°C under 75% of present-day solar
flux, with CO2 levels only 2 to 25 times the present-day values. Depending on their time of emergence
and diversification, early methanogens may have caused global cooling via the conversion of H2
and CO2 to CH4, with potentially observable consequences in the geological record.

One of the most durable questions about
Earth’s early climate arises from the faint
young Sun effect: Because progressive

accumulation of He in a star’s core causes its lu-
minosity to increasewith age (1), the solar energy
incident on Earth was significantly lower [∼75%
of present-day values 3.8 billion years ago (Ga)]
during the Hadean andArchean eras (2). Because
geological evidence shows that Earth was not in
a globally glaciated, snowball state throughout
this time (3), additional mechanisms must have
been present to warm the climate.

Previous explanations for this altered climate
have included increased atmospheric ammonia
or CH4, a decreased surface albedo, and changes
in the distribution of clouds (2, 4, 5). However,
all of these mechanisms have subsequently been
shown to suffer important defects (6, 7). Increased
atmospheric CO2 is one plausible solution be-
cause of the climate buffer provided by the crust-
al carbonate-silicate cycle (8), but efficient mantle
CO2 cycling in the Hadean and Archean prob-
ably reduced the strength of this feedback (9).
Interpretation of the geological record is difficult,
but analyses of mid- to late Archean paleosols
suggest between ~10 and 50 times the present
atmospheric level (PAL) of CO2 (7, 10). Even
lower values (around three times PAL) have been
derived from analysis of magnetite and siderite
equilibria in Archean banded iron formations, al-
though the underlying assumptions behind these
limits have been questioned (5, 7).

One recently proposed mechanism for coun-
teracting the faint young Sun is pressure-induced
broadening of the absorption lines of existing
greenhouse gases due to increased atmospheric
N2, which alone should cause a warming of be-
tween 3 and 8K (11). Recent attempts to estimate
atmospheric density from fossil raindrop imprints
suggest a value near that of the present day around
2.7 Ga, with an upper limit of double the present
value (12). However, the mantle has a large N

inventory that is correlated with radiogenic 40Ar
but not primordial 36Ar, indicating that it orig-
inated from subducted crust, where it had most
likely been fixed biologically. It is therefore like-
ly that on the pre-biotic/early Archean Earth, the
atmospheric N2 content was around two to three
times the present-day value (11).

Hydrogen, the most abundant gas in the so-
lar system, has previously been ignored in the
Archean climate budget, presumably because it
was long thought to be a minor constituent
even in the early atmosphere (13). After the initial
loss of Earth’s primordial hydrogen envelope,
the mixing ratio of H2 in the atmosphere was
primarily determined by a balance between
outgassing, surface/ocean chemistry, and escape
to space. It was long believed that the escape of
H2 in the Archean was rapid, with diffusion from
the lower atmosphere to the exobase the limiting
factor, as it is today. However, recent numerical
calculations imply that the rate of hydrodynamic
H2 escape on the early Earth was more strongly
constrained by the adiabatic cooling of the es-
caping gas, given a limited extreme ultraviolet
(XUV) energy input (14–16). As a result, H2

could have been a major constituent (up to ∼30%
by volume) of the Archean atmosphere unless
surface or ocean biogeochemistry continuously
removed it.

A single H2 molecule is homonuclear and
diatomic and hence has no direct vibrational or
rotational absorption bands. Nonetheless, mo-

Department of Geological Sciences, University of Chicago,
Chicago, IL 60637, USA.

*To whom correspondence should be addressed. E-mail:
rwordsworth@uchicago.edu

A

B

Fig. 1. (A) Infrared absorption at the surface for an Archean atmosphere with 3 × PAL N2, 10% H2,
1700 ppm CO2 (∼10 × PAL), 5 ppm CH4, surface temperature 273 K, and relative humidity 0.77. kv,
absorptivity per unit of length; v, wavenumber. (B) Corresponding outgoing longwave radiation
(OLR), assuming line absorption only (gray line) and with CIA included (red line). Fv, flux per unit
wavenumber. The black line shows the blackbody emission at 273 K, and the numbers in the inset
show the integrated OLR for each case. See the supplementary materials for calculation details. Given
high atmospheric H2 and N2 levels, H2-N2 absorption dominates in the 750 to 1200 cm−1 spectral
region, where the bands of the other greenhouse gases are relatively weak.
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Figure 1. Left panel: determination of surface temperature from the top-of-atmosphere radiation budget. Solid curves show the OLR (infrared emission to space) as
a function of surface pressure for the various surface temperatures indicated on the curves. Pairs of dashed lines give the absorbed solar radiation for stellar constant
40 W m−2 (short dashes) and 80 W m−2 (long dashes). The upper curve in each pair is for an M star spectrum, while the lower is for a G star. Right panel: surface
pressure required to maintain 280 K surface temperature as a function of radius of a circular orbit. Results are given for an M star (0.013 times solar luminosity) and
a G star (solar luminosity). All calculations were carried out for a pure H2 atmosphere on a planet with surface gravity 17 m s−2. Planetary albedos were computed
assuming zero surface albedo.
(A color version of this figure is available in the online journal.)

was modeled by adjustment to the adiabat appropriate for a dry
H2–He composition (but see Section 5). The adiabat was com-
puted using the ideal gas equation of state with constant specific
heat.

In selected cases up to 10 bar surface pressure ps, the full
radiative–convective model was time stepped to equilibrium.
The atmosphere was found to consist of a deep convective tropo-
sphere capped by a nearly isothermal stratosphere. Absorption
of incoming stellar radiation slightly warms the stratosphere,
but does not create an Earth-like temperature inversion because
the pressure dependence of absorption means that most absorp-
tion of stellar radiation and heating occurs at low altitude or
at the surface. The tropopause occurs at a pressure level of
!170 mbar, producing an optically thin stratosphere that has
little effect on infrared cooling to space. For ps = 1 bar, the
formation of the stratosphere cools the surface by only 3 K rel-
ative to a calculation in which the entire temperature profile is
adiabatic. The slight effect becomes even less consequential as
ps and the infrared optical thickness of the atmosphere increases
(Pierrehumbert 2010, Chapter 4). Therefore, we used the com-
putationally efficient “all troposphere” approximation, in which
the temperature profile is set to the adiabat corresponding to an
assumed surface temperature Tg.

The radiation code calculates the corresponding infrared
flux to space OLR(Tg, ps) (outgoing longwave radiation) and
planetary albedo α(Tg, ps). Tg is obtained from the balance

OLR(Tg, ps) = 1
4

(1 − α(Tg, ps))L, (1)

where L is the stellar constant evaluated at the planet’s orbit (the
analog of Earth’s solar constant L⊙).

3. CLIMATE MODEL RESULTS

3.1. Minimum Surface Pressure to Maintain
Surface Liquid Water

We present results for a 3 M⊕ rocky planet with surface
gravity g = 17 m s−2 (Seager et al. 2007). Gravity enters the
calculation of OLR only in the combination p2

s /g; the results

can be applied approximately to other values of g by scaling
ps. Scaled results will diverge slightly from the correct values
because Rayleigh scattering depends on ps/g, whence albedo
scales differently from OLR. Figure 1 (left panel) illustrates
the energy balance for a pure H2 atmosphere. OLR computed
with the all-troposphere approximation is shown as a function
of ps for different values of Tg, together with curves of absorbed
stellar radiation for G and M star cases with stellar constants
L = 40 W m−2 and L = 80 W m−2, respectively. Equilibria
are represented by the intersections between OLR curves and
absorbed stellar radiation curves. The absorbed stellar radiation
decreases more rapidly with ps for G stars than for M stars
because the greater shortwave radiation in the former case leads
to more Rayleigh scattering, whereas the latter is dominated by
absorption. For L = 40 W m−2 (somewhat less than Jupiter’s
insolation), ps = 10 bar is sufficient to maintain a surface
temperature of 280 K about a G star; around an M star, only
7 bars is required.

Figure 1 (right panel) also shows the minimum ps required
to maintain Tg = 280 K as a function of the orbital distance.
We use 280 K as a criterion because an ocean world whose
global mean temperature is too near freezing is likely to enter
a “snowball” state (Pierrehumbert et al. 2011). The required
pressure is higher around M stars because a greater greenhouse
effect is needed to compensate for the lower luminosity. For an
early M-type star with luminosity 1.3% of the Sun, 100 bars
of H2 maintains liquid surface water out to 2.4 AU; around a G
star, these conditions persist to 15 AU. Cases requiring >20 bars
are speculative because the maintenance of a deep convective
troposphere, when so little stellar radiation reaches the surface,
is sensitive to small admixtures of strongly shortwave-absorbing
constituents.

Our results are not appreciably affected by the formation of
a stratosphere. The stratosphere in these atmospheres is essen-
tially transparent to incoming stellar radiation and heated mainly
by absorption of upwelling infrared radiation. As expected
for a gas with frequency-dependent absorptivity, the strato-
spheric temperature is somewhat (few K) below the gray-gas
skin temperature Teff/21/4, where σT 4

eff = OLR = 1
4 (1 − α)L

(Pierrehumbert 2010, chapter 4).
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Figure 1. Left panel: determination of surface temperature from the top-of-atmosphere radiation budget. Solid curves show the OLR (infrared emission to space) as
a function of surface pressure for the various surface temperatures indicated on the curves. Pairs of dashed lines give the absorbed solar radiation for stellar constant
40 W m−2 (short dashes) and 80 W m−2 (long dashes). The upper curve in each pair is for an M star spectrum, while the lower is for a G star. Right panel: surface
pressure required to maintain 280 K surface temperature as a function of radius of a circular orbit. Results are given for an M star (0.013 times solar luminosity) and
a G star (solar luminosity). All calculations were carried out for a pure H2 atmosphere on a planet with surface gravity 17 m s−2. Planetary albedos were computed
assuming zero surface albedo.
(A color version of this figure is available in the online journal.)

was modeled by adjustment to the adiabat appropriate for a dry
H2–He composition (but see Section 5). The adiabat was com-
puted using the ideal gas equation of state with constant specific
heat.

In selected cases up to 10 bar surface pressure ps, the full
radiative–convective model was time stepped to equilibrium.
The atmosphere was found to consist of a deep convective tropo-
sphere capped by a nearly isothermal stratosphere. Absorption
of incoming stellar radiation slightly warms the stratosphere,
but does not create an Earth-like temperature inversion because
the pressure dependence of absorption means that most absorp-
tion of stellar radiation and heating occurs at low altitude or
at the surface. The tropopause occurs at a pressure level of
!170 mbar, producing an optically thin stratosphere that has
little effect on infrared cooling to space. For ps = 1 bar, the
formation of the stratosphere cools the surface by only 3 K rel-
ative to a calculation in which the entire temperature profile is
adiabatic. The slight effect becomes even less consequential as
ps and the infrared optical thickness of the atmosphere increases
(Pierrehumbert 2010, Chapter 4). Therefore, we used the com-
putationally efficient “all troposphere” approximation, in which
the temperature profile is set to the adiabat corresponding to an
assumed surface temperature Tg.

The radiation code calculates the corresponding infrared
flux to space OLR(Tg, ps) (outgoing longwave radiation) and
planetary albedo α(Tg, ps). Tg is obtained from the balance

OLR(Tg, ps) = 1
4

(1 − α(Tg, ps))L, (1)

where L is the stellar constant evaluated at the planet’s orbit (the
analog of Earth’s solar constant L⊙).

3. CLIMATE MODEL RESULTS

3.1. Minimum Surface Pressure to Maintain
Surface Liquid Water

We present results for a 3 M⊕ rocky planet with surface
gravity g = 17 m s−2 (Seager et al. 2007). Gravity enters the
calculation of OLR only in the combination p2

s /g; the results

can be applied approximately to other values of g by scaling
ps. Scaled results will diverge slightly from the correct values
because Rayleigh scattering depends on ps/g, whence albedo
scales differently from OLR. Figure 1 (left panel) illustrates
the energy balance for a pure H2 atmosphere. OLR computed
with the all-troposphere approximation is shown as a function
of ps for different values of Tg, together with curves of absorbed
stellar radiation for G and M star cases with stellar constants
L = 40 W m−2 and L = 80 W m−2, respectively. Equilibria
are represented by the intersections between OLR curves and
absorbed stellar radiation curves. The absorbed stellar radiation
decreases more rapidly with ps for G stars than for M stars
because the greater shortwave radiation in the former case leads
to more Rayleigh scattering, whereas the latter is dominated by
absorption. For L = 40 W m−2 (somewhat less than Jupiter’s
insolation), ps = 10 bar is sufficient to maintain a surface
temperature of 280 K about a G star; around an M star, only
7 bars is required.

Figure 1 (right panel) also shows the minimum ps required
to maintain Tg = 280 K as a function of the orbital distance.
We use 280 K as a criterion because an ocean world whose
global mean temperature is too near freezing is likely to enter
a “snowball” state (Pierrehumbert et al. 2011). The required
pressure is higher around M stars because a greater greenhouse
effect is needed to compensate for the lower luminosity. For an
early M-type star with luminosity 1.3% of the Sun, 100 bars
of H2 maintains liquid surface water out to 2.4 AU; around a G
star, these conditions persist to 15 AU. Cases requiring >20 bars
are speculative because the maintenance of a deep convective
troposphere, when so little stellar radiation reaches the surface,
is sensitive to small admixtures of strongly shortwave-absorbing
constituents.

Our results are not appreciably affected by the formation of
a stratosphere. The stratosphere in these atmospheres is essen-
tially transparent to incoming stellar radiation and heated mainly
by absorption of upwelling infrared radiation. As expected
for a gas with frequency-dependent absorptivity, the strato-
spheric temperature is somewhat (few K) below the gray-gas
skin temperature Teff/21/4, where σT 4

eff = OLR = 1
4 (1 − α)L

(Pierrehumbert 2010, chapter 4).
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Figure 2. Flux in the photosynthetically active band (400–700 nm) reaching the
surface at the substellar point as a function of distance from a G or an M host
star. The flux is calculated assuming an H2 atmosphere with surface pressure
sufficient to maintain 280 K surface temperature at each distance.
(A color version of this figure is available in the online journal.)

3.2. Photosynthetic Active Radiation at the Surface

Starlight is a potential energy source for life, so we consider
whether the stellar flux reaching the surface is sufficient to sus-
tain photosynthesis. Most terrestrial photosynthetic organisms
use light in the λ = 400–700 nm range. The flux to sustain half-
maximum growth rate for many cyanobacteria is ∼1 W m−2

(Carr & Whitton 1982; Tilzer 1987), and an anoxygenic green
sulfur bacterium can use a flux of 3×10−3 W m−2 (Manske et al.
2005). Planets on more distant orbits experience less stellar ir-
radiation and require a thicker atmosphere to maintain surface
liquid water, which reduces transmission of light to the surface.
For a pure H2 atmosphere, transmission in photosynthetically
active radiation (PAR) is limited by Rayleigh scattering and dif-
fers slightly for M versus G star spectra. The main difference is
that G stars have higher luminosity, requiring less atmosphere
to maintain liquid water at a given orbital distance, and a higher
proportion of their output is PAR. Figure 2 shows surface PAR
at the substellar point as a function of orbital distance for a
minimum pure H2 atmosphere to maintain 280 K. Hydrogen
greenhouse planets as far as 10 AU from a G star or 1 AU from
an M star could sustain cyanobacteria-like life; distances of tens
of AU or several AU, respectively, still permit organisms like
anoxygenic phototrophs.

4. ORIGIN AND LOSS OF H–He ATMOSPHERES

A body whose Bondi radius (at which gravitational poten-
tial energy equals gas enthalpy) exceeds its physical radius will
accumulate gas from any surrounding disk. The critical mass
is less than a lunar mass and protoplanets may acquire primor-
dial atmospheres of H2 and He, as well as gases released by
impacts (Stevenson 1982). Earth-mass planets will not experi-
ence runaway gas accretion and transformation into gas giants
(Mizuno 1980). The atmospheres of accreting Earth-mass plan-
ets will probably be optically thick and possess an outer radiative
zone (Rafikov 2006). If the gas opacity is supplied by heavy el-
ements and is pressure independent, the atmosphere mass is
inversely proportional to the accretion luminosity (Stevenson
1982; Ikoma & Genda 2006; Rafikov 2006). In the “high ac-
cretion rate” case (planetesimals are strongly damped by gas
drag), the surface pressure will be 1.2a1.5(Mp/M⊕) bar, where

a is the orbital semimajor axis in AU and Mp is the planet mass.
In the “intermediate accretion rate” case (gas drag is unimpor-
tant), the surface pressure will be 16a2(Mp/M⊕) bar (Rafikov
2006). At 3 AU, the predicted timescales for these two phases
of accretion are ∼106 and 107 yr, respectively, and bracket the
lifetime of gaseous disks (Haisch et al. 2001; Evans et al. 2009).
Thus, primordial atmospheres with surface pressures of one to
several hundred bars are plausible. Hydrogen is also released
during the reaction of water with metallic iron (Elkins-Tanton
& Seager 2008).

Giant impacts may erode the proto-atmosphere, but not com-
pletely remove it (Genda & Abe 2003, 2004), although the
mechanical properties of an ocean may amplify such effects
(Genda & Abe 2005). Instead, the low molecular weight µ of
atomic H makes it susceptible to escape to space through heating
of the upper atmosphere by extreme ultraviolet (EUV) radiation
and stellar wind. We examine EUV-driven escape of atomic H
from a planet of radius rp using a thermal model of an H- or
H2-dominated upper atmosphere, assuming that the escape rate
is not limited by H2 dissociation. The upper boundary is at the
exobase where H escapes, and the lower boundary is where eddy
diffusivity becomes important (in essence, the homopause). At
the homopause, the number density is taken to be n = 1019 m−3

(Yamanaka 1995), and the temperature is set to the stratosphere
temperatures predicted by the radiative–convective model (see
Section 3). The exobase occurs at an altitude he where the cross
section for collisions with molecular hydrogen is ∼1, i.e., at a
column density N = 2.3 × 1019 m−2. The exobase temperature
Te and Jeans parameter λ = GMpµ/((rp + he)kTe) are calcu-
lated by balancing the globally averaged EUV heating qEUV
with heat lost to conduction, radiative cooling, and escape. At
λ > 2.8, we use the Jeans escape rate (in surface pressure per
unit time)

φ = (GMp)2µ

(rp + he)4

√
µ

2πkTe

Ne(1 + λ)e−λ, (2)

where Ne is the number density at the exobase. For Jeans es-
cape, we assume that H is the escape component and that H2
is efficiently dissociated below the exobase; this maximizes the
escape rate. When λ ! 2.8, marking the transition to hydro-
dynamic escape (Volkov et al. 2010), we assume that escape is
energy limited:

φ = qEUV
(rp + ht )2

r3
p

, (3)

where ht is the altitude where EUV is absorbed (the ther-
mosphere), and the right-hand factor accounts for thermal
expansion.

All EUV (λ < 912 Å) is assumed to be absorbed in a layer at
N = 2.3×1019 m−2. Lyα radiation resonantly scatters at higher
altitudes (N ∼ 1 × 1017 m−2) but, in the absence of an absorber
such as atomic oxygen, will escape before being thermalized
(Murray-Clay et al. 2009).

For given exobase and homopause temperatures, the tem-
perature profile is calculated downward to its maximum at the
thermosphere and then to the homopause, assuming a mean
µ of 3.1 (appropriate for H2+He in a solar proportion). The
exobase temperature is adjusted until the correct value of n at
the homopause is reached. Cooling from the escape of H at the
exobase, the adiabatic upward motion of gas in the atmosphere
to maintain steady state, and the collision-induced opacity of
H2 (Borysow et al. 1997; Borysow 2002) are included. We use
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Fig. 4. Duration of habitable conditions �thab as a function of planet mass and or-
bital distance for various starting atmospheric hydrogen inventories. a) and b) show
results for G- and M-class systems, respectively. Results are not plotted for situ-
ations where insu�cient hydrogen is removed to allow surface temperatures lower
than Tmax = 333 K. The dashed blue line shows the outer edge of the CO2-warming
habitable zone for the given stellar luminosity, while in a) the thin solid lines show
the orbits of Earth and Mars. The black region shows cases for which the atmo-
sphere is eroded just the right amount to allow permanent surface temperatures in
the 273 to 333 K range.
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« The region around a star where a N2/CO2/H2O atmosphere 
can enable abundant long-lived liquid surface water»

Bolmont et al (A&A, 2011)
Belu et al (ApJ, 2013)

Talk by F. Selsis yesterday

E. Bolmont et al.: Tidal evolution of planets around brown dwarfs

Fig. 2. Evolution of the semi-major axis of a 1 M⊕ planet orbiting a
0.04 M⊙ BD. The solid colored lines are for different initial semi-major
axis. The dashed dotted line represent the radius of the BD and the
dotted line the corotation radius. The habitable zone is also plotted using
two different conditions of habitability (solid line: the planet receives an
incoming flux of 400 W/m2, dashed line: 240 W/m2, see Sect. 4.1 for
more details). The bold dashed line represents the Roche limit.

(Pascucci et al. 2009), values for “time zero” as long as 10 Myr
are probably realistic (see Sect. 3.2.4).

The range of evolutionary pathways for this example is
shown in Fig. 2. As other parameters are held fixed, the evolution
is determined by the initial position of the planet with respect to
the corotation distance.

If the planet’s mean motion is slower than the BD’s rotation
rate – i.e. if the planet’s initial semi-major axis is larger than
the corotation radius – then the tidal bulge raised by the planet
on the BD is in advance with respect to the position of the planet.
The resulting effect of that misalignment is that the planet is ac-
celerated and its semi-major axis increases. Eventually, as the
radius of the BD decreases the tidal dissipation in the BD de-
creases and the planet evolution stops at a given semi-major axis.
This final position depends on a number of parameters as will be
presented in the next subsection.

On the other hand, if the planet’s mean motion is faster than
the BD’s rotation rate – i.e. if the initial semi-major axis is
smaller than the corotation radius – then the tidal bulge raised
by the planet on the BD lags behind the position of the planet.
The planet is therefore slowed down and its semi-major axis de-
creases. If the planet spirals in very quickly then it will directly
hit the BD surface, but if its evolution is slower – if it survives
the first few million years – then it will reach the Roche limit
and be ripped apart. Such planetary destruction is likely to form
a debris disk around the BD, which is potentially observable with
next-generation instruments such as JWST.

A planet’s fate depends on the first few million years of evo-
lution, and its semi-major axis is stabilized in about a hundred
million years.

The initial orbital radius offers a first order approximation
of planets’ tidally-driven orbital evolution, but as the BD’s spin
rate increases in time some intermediate cases can be seen. For
example, if a planet’s initial orbital distance is inside the coro-
tation radius but sufficiently close to it, the planet may undergo
a two-phase evolution. First, the planet will begin falling onto
the BD. However, if the BD’s rotation period decreases faster
than the planet’s orbit shrinks, then the corotation distance can
pass by the planet’s orbit. Then, the direction of tidal evolution
is reversed and the planet migrates outward.

Fig. 3. Evolution of the rotation period of a 1 M⊕ planet evolving around
a 0.04 M⊙ BD. The full lines represent the evolution for different ini-
tial semi-major axis. The dashed lines represent the rotation period of
the BD.

Table 1. Table of default values of parameters.

t0 MBD Mp σBD σp e0

(Myr) (M⊙) (M⊕) (kg−1 m−2 s−1) (kg−1 m−2 s−1)

1 0.04 1 2.006 × 10−53 8.577 × 10−43 0.01

Figure 3 shows the evolution of the rotation periods of the
BD and planet for the planets initially close to the corotation dis-
tance in Fig. 2. As described above, a planet that forms inside the
corotation radius may survive tidal evolution. It begins to fall to-
wards the BD and its rotation period decreases. However, the BD
is contracting and its rotation period also decreases. Depending
on the rate of decrease of the two quantities the BD rotation pe-
riod may catch on the planet rotation and reverse the direction of
the planet’s tidal evolution. Once the rotation period of the planet
becomes longer than the BD’s, tidal forces push the planet away.
This intermediate evolution is very rare because the correspond-
ing range of initial semi-major axes is very narrow. In the case of
Fig. 2 for a BD of mass 0.04 M⊙ and a planet of 1 M⊕, the width
of this range is only ∼10−3 AU (from ∼7.5 to 8 × 10−3 AU).

Figure 3 shows that, for the most extreme cases, the planet’s
influence acts to accelerate the BD just before crossing the coro-
tation radius. For less extreme cases, the planet does not influ-
ence the BD rotation.

3.2. Influence of parameters

In this section we investigate the effect of each parameter while
keeping the others fixed at arbitrarily-chosen default values.
Table 1 lists these default values.

For every set of parameters several simulations were done
with different initial semi-major axis.

3.2.1. Influence of initial eccentricity

The initial orbital eccentricity can play a role in the early stages
of tidal evolution. For an eccentric orbit, the tides raised by the
BD in the planet are strong and dissipation in the planet is im-
portant. This leads to a quick decrease of the eccentricity to min-
imize the planet’s internal stress. Once the eccentricity becomes
negligible, the dissipation in the planet is also negligible and the
evolution is governed by the tides created in the BD.
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Figure 6 Effective temperature versus time (yr) for objects from 1 M⊙ to 10−3 M⊙ (masses
indicated in M⊙). (Solid lines): Z = Z⊙, no dust opacity; (dotted lines): Z = Z⊙, dust opacity
included, shown for 0.01, 0.04, and 0.07 M⊙; (dashed line): Z = 10−2 × Z⊙ (only for 0.3 M⊙).

the determination of the local stellar luminosity function at the bottom of the MS
(see Section 5).
Note the quick decrease of Teff (and L) with time for objects below the HBMM,

L ∝ tα with α ∼ −5/4 (Stevenson 1991; Burrows et al 1994, 1997), with a small
dependence ofα on the presence of grains. Slightly below∼0.072M⊙ (resp. 0.083
M⊙) for [M/H ] = 0 (resp. [M/H ]≤ −1), nuclear ignition still takes place in the
central part of the star, but cannot balance the ongoing gravitational contraction
(see Figure 2). Although these objects are sometimes called “transition objects,”
we prefer to consider them as massive BDs, because strictly speaking they will
never reach thermal equilibrium. Indeed, just below the HBMM, the contributions
from the nuclear energy source

∫
ϵnuc dm and the entropy source

∫
T dS

dt dm are
comparable, and cooling proceeds at a much slower rate than mentioned above.
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Chabrier & Baraffe (2000)★ Lots of challenges:
★ did they loose their water?
★ What type of biomarkers?



Late M stars/BDs
         and stellar Activity

Log (Optical depth)
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at low optical depths. This is due to the back-warming
effects of dust. Regardless of model, we see that the atmo-
spheric fractional ionizations are extremely low over most
of the Teff range considered. Note that all figures are an opti-
cal depth scale in the near-infrared J band (with band center
at !J ¼ 1:2 lm).

In the Appendix we give the MHD equations that are rel-
evant under the circumstances. Under the assumptions we
make—equilibrium conditions in the motion of the charged
particles (i.e., the forces on ions and electrons have come
into balance), singly charged ions, and local thermal equili-
brium—the pressure and gravity terms may be ignored. The
Lorentz force and the drag forces due to collisions com-
pletely dominate any other forces acting on the charged par-
ticles (see the Appendix for a more complete treatment of
this issue). In the most general case, we would also need to
include the fluid equations for the neutrals. That is, we
should take into account the drag on the neutrals due to the
magnetic field (via collisions with the charged particles,
which directly feel the presence of the field). Given the high
density and low ionization fraction, however, we assume
that this is a small correction, which we may ignore in this
simplified treatment. To summarize, we envision neutrals
that are put into motion by turbulence and/or convection
and that are unaffected by the presence of a magnetic field
or collisions and charged particles that move in response to
the magnetic field and collisions with other particles (both
neutral and charged). Our task is to examine the behavior of
the magnetic field in the presence of such fluid motions. The
MHD equations are solved in the Appendix to obtain the

following result:

@B

@t
"

D

! ðveff ! BÞ

%

D

ð"AD þ "d þ "OhmÞð

D

! BÞ½ ( ; ð1aÞ

where

veff " vn %
j

eni
¼ vn % ðvi % veÞ : ð1bÞ

Equation (1a) represents the time rate of change in the mag-
netic field in the presence of fluid motions. The first term on
the right-hand side of equation (1a) represents the change in
the field due to advection by fluid motions and the second
the change in the field due to diffusion and decay processes.
The advection term acts as a source for magnetic stresses by
twisting the field into nonpotential configurations. The dif-
fusion and decay terms, on the other hand, act as sinks,
reducing the magnetic stresses. The equilibrium field
(obtained by setting @B=@t to zero in eq. [1a]) is determined
by the balance between these competing processes. We now
discuss the source and sink terms in more detail.

As shown in equation (1b), the effective velocity of field
advection (veff ) consists of the neutral velocity (vn) modified
by a current term ( j=eni ¼ vi % ve). The first accounts for
field advection by neutrals moving perpendicular to the field
and the second for advection by charged particles moving
perpendicular to the field; the latter is the Hall term. Now
the local current j only accounts for the nonpotential part of
the field, produced in this case by atmospheric fluid

Fig. 1.—Various atmospheric properties as a function of log10½#J ( (optical depth in J band). Cleared dust AH models are used and Teff ¼ 1500 3000 K
shown. Left: log10½fractional ionization(. Fractional ionization remains very low throughout the atmosphere. Middle: Temperature. Right:
log10½total density(. The very low fractional ionizations imply that our assumption of neutral density ) total density is valid everywhere in the atmosphere.
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Cooler 
atmosphere

• As the mass decrease
• Effective temperature 

decreases
• Ionization 

decreases
➡  Decoupling of 

convection and 
magnetic field even at 
fast rotation
• reduced activity
• reduced spot coverage

Mohanty et al (ApJ 2002)



Life could be
pretty much everywhere out there

How can we go forward?
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Also! included! in! Figure! 1! are! the! radial! velocity! instruments! required! to! exploit! the! transit! facilities.! The!
HARPS/N,!SOPHIE!and!VLT\Espresso! stabilized! spectrographs!are!needed! for!determining! the!planetary!mass!
and,!when!combined!with! the!radius,! the!planetary!bulk!density.!Also! likely! to!be!available! to! the!UK!(at! least!
through!collaboration)!are!IR!stabilized!spectrographs!on!4m!sized!telescopes!such!as!CARMENES!(Calar!Alto)!
which!will!be!used!for!terrestrial!planet!searches!around!M\dwarfs.!GAIA!is!expected!to!discover!thousands!of!
new!planets!through!astrometry!and!promises!to!refine!our!knowledge!of!the!stars!in!the!galaxy.!
!
Warm!Spitzer,!Hubble,!JWST,!SPHERE,!and!GPI!will!all!contribute!to!the!atmospheric!characterisation!of!transit\
ing!and!imaged!planets.!ALMA!and!JWST!will!be!critical!for!protoplanetary!and!debris!disk!studies.!In!the!next!
decade! the!E\ELT! is! likely! to! contribute! to!many! exoplanet! areas! through!METIS! (atmospheric! studies,! direct!
imaging,!disks)!and!HIRES!(radial!velocity!and!atmospheric!work)!but!selection!of!the!final!instrumentation!for!
the!telescope!is!still!to!occur.!!
!

!
Figure-1:-A-time-line-of-funded-exoplanet-relevant-facilities.-Central-to-this-are-those-specifically-designed-for-transit-discovery:-
SWASP,-K2,-NGTS,-CHEOPS-(ESA),-TESS-(NASA)-and-PLATO-(ESA).--Other-groundKbased-facilities-(e.g.-HARPS-and-VLTKEspresso)-
will-complement-these-discoveries-by-determining-the-planetary-mass-and-density.-GAIA-is-expected-to-discover-thousands-of-new-
planets-and-refine-our-knowledge-of-the-stars-in-our-galaxy.-ALMA-and-JWST-will-be-pivotal-for-studies-of-planetary-and-debris-
disks.-WarmKSpitzer,-Hubble,-SPHERE,-GPI-and-later-on-JWST-will-contribute-to-atmospheric-characterisation.-In-the-next-decade-
the-EKELT-will-contribute-to-many-exoplanet-areas-(in-particular-RV,-atmospheric-and-disks-characterization,-direct-imaging).-

!
2.# Overview#of#exoplanet#research#in#the#UK#
&
2.1& General&overview&of&the&UK&exoplanet&community&standing&and&reputation.&
The!McCaughrean!(2007)!report!noted!that,!although!the!UK!had!a!high!degree!of!involvement!in!the!exoplanet!
field,!it!lagged!significantly!behind!the!US,!Switzerland,!France!and!Germany!–!and,!as!such,!was!not!perceived!as!
a!leader!in!exoplanet!research.!Several!reasons!for!this!were!opined,!particularly!a!lack!of!coherent!planning!and!
investment,!leaving!the!UK!community!unable!to!compete!for!key!leadership!roles.!An!overall!impression!of!the!
activity! and! development! of! the! UK! exoplanet! community! can! be! forged! by! inspecting! the! rate! of! exoplanet\
related!publications!with!UK!affiliated!authors.!These!totals,!benchmarked!against!other!countries,!are!shown!in!
Fig.!2!for!the!last!decade.!This!clearly!underlines!the!rapid!growth!that!the!exoplanet!field!has!seen!on!the!global!
stage!over!the!last!decade.!It!also!supports!the!opinion!of!the!2007!report!that!the!UK!was!trailing!its!main!com\
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exchange

What type of atmosphere can we expect?

Leconte et al. (Exp. Astronomy, 2014)
Forget & Leconte (Phil. Trans. Roy. Soc. A; 2014)
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Life could be
pretty much everywhere out there

(although some places look nicer than others)

The HZ is a nice place to look at...
...but...

It should not be our starting point
and

It is gonna be far from the end


